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20 Years ago I was talking at Ripe meetings about how to combine existing network 
islands in to what became “Ebone”

Introducing BGP3, trying to not use IGRP, HELLO, default route…………

Moving to CIDR and BGP4 it became a reference model for a basic IP-transit operator 
configuration, EBS -> GW  -> PE

Many packets under the bridge, gray hair and I turned DNS this year

Remember, “Keyed IPv6 Tunnel”

I HAVE BEEN DOWN THIS ROUTE BEFORE…. …..
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Some years ago I was talked in to making a suggestion on how to build a future customer 
access system, target 2020 Starting with a empty white A3 paper (stolen from the office copie

The inner packet in my head was saying;

As few boxes as possible (but do carry all packets)

As few interfaces as possible

No special HW (eg pingmaster2000)

No “services” in the network elements

IPv6 only,  use only L3 tools, no layer violations / Carrier_Ethernet_SERVICE

IPv4 is a service, L3 VPN is a service, L2 is a service

If a technology is missing today, make it happen ASAP.

Fully automated operations

NNI (bidirectional with visibility)

Driven by data models (Netconf/Yang)

Use multi homing as the tool to pass policy to the home network

A  IPv6 /56 per provider to every home. (that’s 2^72 hosts in your house)

TODAY'S TALK …. …..
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Must address massive IP traffic growth driven by broadband 
access and new Internet services and Internet business 
models

Many networks and technologies, complex 
systems – long service lead-times, high-cost 
evolution to converged network architecture

Competitors offer better performance, more service 
flexibility and more features, faster provisioning, 
lower price

Multi-layer system complexity results in slow or lack 
of service innovation, low customer satisfaction, 

impacting revenue

TERASTREAM
Packet Cloud Architecture Motivations Profit

Cost
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5

KAIKAKU FOR IP NETWORKS
INDUSTRY LEADERSHIP

From To

ATM

IPv6 PPPoE

IPv4

MPLS
DHCP

Tunnel TE
FRR

MPLS TP OTN XXX GE

SDH

IPv6
DHCP

Tunnel

XXX GE

TeraStream
Drastic simplification of IP networks
IP&Optical integration
Infrastructure Cloud model

GMPLS

OSS/BSS

OSS-GW
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Improve user experience, Internet services to more users
Use just enough complexity to do the job and no more
Get the revenue and cost balance right

DC

DC

WWW InternetPacket service flows

User
Area

Services

CONVERGING TO PACKET CENTRIC NETWORK, WHY?
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Principle Applied to TeraStream design
Reduce the amount of technologies used Use IP and optical transmission only

No OTN, L2, MPLS switching

Use IPv6 for all internal functions and 
services

No native IPv4 support in the network
IPv4 is a service
IPv6 based “carrier Ethernet service”

Avoid internal interfaces Minimize non-customer, non-peering facing interfaces
Distribute Internet peerings, offload external traffic ASAP

Size the network to handle all IP traffic 
without IP packets losses

Dimension the network for peak hour IP traffic, no oversubscription, 
packet loss is extreme exception

Integrate optical networks and IP networks as 
much as possible

Integrate IP and optical layers into routers to simplify the network, avoid 
redundant mechanisms e.g. failure handling, reduce total cost

Use one network for all services – Internet, IP 
TV, business, …

Single converged packet network
Note: Dominant traffic drives the design!

Deterministic and short routing path for all 
on-net traffic

Network distance between R1 access routers is at most two R2 backbone 
routers away and R1 is multi homed to two R2

Service policy for packets are outside the 
payload

Encode service type, traffic class, direction etc in the IPv6 address

Data Centers are directly connected to 
backbone routers

DCs connect directly to R2s to avoid building internal IP interfaces for very 
large amount of traffic

TERASTREAM DESIGN PRINCIPLES
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R1

Terminate access interfaces

Runs IPv6 routing only, integrates optical

Access services

IPv6 - dealt with natively

IPv4 – IPv4 over IPv6 softwire between 
HGW / CPE and DC, R1 not involved

non-IP - L2-over-IPv6 encapsulation

User configuration

using Netconf / Yang

Driven by real-time OSS i.e. self-service 
portal

All 
Access

MSAN

OLT

LTE

Data Center

User
Area

DC

DC

IT Systems
real-time-OSS

R1 R2

IPv6 Packet 
Network

IPv6 + OpticalIPv6
routing

DC
4o6-swire
Peering

Rest of Internet

Wholesale

IPv6 / IPv4 + Optical
L2-over-IPv6 Tunnel

IPv6
4o6-swire

Non-IP

DC

L2oIPv6
encap

R2

•Connects R1s, Data Centers and 
Internet peerings

•Runs IPv6 and IPv4 routing, integrates 
optical

•Closely integrated with Data Centers

Optimized handling of locally sourced 
services

•High scale IP bandwidth

Data Center / Services

•Distributed design

fully virtualized x86 compute and storage 
environment

•Network support functions - DNS, DHCP, 
NMS

•Real-time OSS incl. user self-service 
portal

•Cloud DC applications, XaaS services

•Complex network services e.g. high-touch 
subscriber handling

TeraStream key functional elements

Non IP
services

TERASTREAM – DESIGN IN A NUTSHELL
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P Public                  0=traffic internal to local SP

I Infrastructure          0=user traffic

E Endpoint/Service        0=network endpoint, 1=service 

S Logical Network (Internal ISP#)      0=res, 1=res, 2=internet, 3=res, 4=video, 5=L2 service, 6=voice, 7=management

R Reserved

a R1 Area 14 bit          Indicates what R1 that the address is delegated from, max 16,384 R1

p R1 User 13 bit          User identifier, max 8192 users

u User subnet             Delegated to user

Examples: Source Destination
PIESSS PIESSS

-------------------------------------------------------------------------------
User -> Voice 000110 011110
Voice -> User 011110 000110
User -> User (best effort) X00001 X00001
User -> Internet (best effort) 100001 XXXXXX
Internet -> User (best effort) XXXXXX 100001
Lan-Lan service 010101 010101

2.4
20111006IPV6 ADDRESSING FORMAT, USERS
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THE TERASTREAM ARCHITECTURE

L2:MSAN

OLT FTTxMobilexDSL 

DWDM

L2 Agg L2 Switch L2 Agg

R1 R1

R2 R2
intern

R1 R1

Infrastructure CloudInfrastructure Cloud

N
od

e 
B

R1 R1

R2 R2
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R1 R2 optical fiber links

R2a/b R2b/a

R1 R1 R1 R 1 R1 R1

80/96 
W DM channels

R2b/a

R2b/a

R2b/a

R1 R1 R1 R1

R 1 R1 R1 R1 R1 R1
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R1 R1 R1 R1 R1

R1 R1 R1

R1 R1 R1 R1

R1 R1 R1 R1

R1 R1 R1 R1 R1

R1 R1

R1 <-> R2 OPTICAL FIBER LINKS
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IP “R2 graph”

R2 deployment characteristics (examples):
•The black lines are the horseshoes
•The numbers indicate the amount of horseshoes between R2 pairs
•The red lines indicate extra links to implement a fully meshed model (not all red links are shown, approx 400 links)
•Each R2 has its own data center. Data centers are deployed as a “cloud” so that services can be accessed on any of them.
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TeraStream user facing router R1

L2 device:
MSAN, OLT, Eth Swtch

R
o

ut
e

r

10 GE  

(250VLANs)
Max 250 cust. per 10GbE link

•IP traff ic shaped to capabilit ies of L2 device
•5000 customers connecti ons per R1
•20 * 10GE port for L2 device
•4 * 100GE for R2 link

R1

per customer queu es:

10
0GE

10
0GE

100GE

100GE

R2-B

R2-A

best- eff ort

audio

video

reserved

best- eff ort

audio

video

reserved

tr
af

fic
 s

ha
pi

ng per 100GE:

TERASTREAM USER FACING ROUTER R1

Service Guarantee Architecture

Configure per queue:
- Delay
- Drop
- Bandwidth
- Reorder
- Etc...
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TeraStream Cloud Service Center 

Traffic flow patterns:
• R1 Peers and Other R2 going north south (example: IPv6 Internet traffic)
• R1 Data Center services going south east (example: DHCP)
• R1 Data Center Peers going south east west north (example: IPv4 Internet traffic)

DNS (local) 

R2

Data Center 

IMS / SBC 

DHCP

DS lite

CDN

DNS (global)

Peering

Other R2
full Mesh

R1

north 

south

w
es

t east 

DC Internal
East-West L3 

L2 SDN 
Overlay ? 

Security Domains:
MZ, DMZ, Exposed Hosts
separated, firewalled

R2 ROUTER AND TRAFFIC PATTERNS
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Customer connection usage example

L2 device:
MSAN, OLT, Et hSwtch R1

Scenario: New customer connects to DT IP Infrastructure
1) Customer connects his device, generates IPv6 packet and forwards them to R1
2) R1 receives the IP packet and recog nizes a V LAN as not “in serv ice”
3) IP packet is encapsulated at R1, wit h the IP v6 infor ming the VLAN / L2 d ev ice fr om where the request 

came from, and forwards it to Data Center
4) Data center  r es pond s w ith DHCP  or  Web s er ver. 
Customer can only r each the walled  garden.

R
ou

te
r

R2

V LAN per customer

10GbE

Server (at R2) Lo cal IPv6IP pa cket IP packet 

Dat a Center

NetConf/
Yang

Max 250 cust . per 10GbE link

in service cu stomer MAC

Scenario: customer registers

1) Web server at Data Center generates a request to OSS to configure a new customer via NetConf / Yang at router R1, Line ID.
2) The OSS via NetConf configures the R1 as “in service” for a customer located at a specific interface (IPv6 address).
3) From now on, the customer is outside the walled garden and can reach other Internet addresses.

OSS

- DHCP 
- DNS 

Initial tunnel

Internet access

- WEB srv.  

IF NOT IPV6, USE THE NETWORK AS A PTP ETHERNET
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IPv6

IPv4 decommissioning strategy

The Internal IP network of DT is IPv6. All IPv4 traff ic to and from 
the customer will be translated to IPv6 at the borders of the 
network. 2 alternatives are seen as viable:
1) Customer IPv4 traffic is encapsulated on IPv6 via DS-lite to a 
AFTR element located at the Data Center.  RFC 6333.

2) Customer IPv4 traffic is translated to IPv6 at the customer’s 
device (NAT 4to6). (Standard not defined)

In the long term, the expectation is that most customers will be
IPv6 capable and that the services will move to IPv6. 

In the transition t ime DS lite should provide the mechanism to 
connect IPv4 devices to other networks.

There is no standard describing NAT 4to6, i.e. translating IPv4 
packets to IPv6. This standard remains for further work.

IPv6 IPv4

moves from IPv4  to IPv6

IPv4

AFTR

NAT 4to6*

Data Center

DS lite

* NAT 4to6 – S tandar d not defined

IPV4 DECOMMISSIONING STRATEGY
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TeraStream Cloud Service Center 

1818

HIERARCHY OF CLOUD BASED SERVICES

Internet
Peering 50 % of BW

Backend DC

Customers
i.e. 40 Mbit sustained BW
C to C is 10 % of BW

R1 R2

R2

Cloud Service DC

Cloud Service DC
Service 40+ % of BW

Frontend - Cloud Service Center 
adjacent to R2 - > fully distributed - resilient
(Optional  Master CSC version  - more central 
functions)
Integrated - based on Openstack, VM,  FOSS
Focus on: 
Infrastructure & Content related  Services
Very high Bandwidth/low Latency  to customers

Backend DC
“classic” large scale/business Cloud Services
Decoupled - based on any commercial cloud technology
Focus on commercial, highly sensitive, low BW applications

TeraStream
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IPV4 AS A SERVICE – LIGHTWEIGHT 4O6 SOFTWIRES

R1 R2

Home 
Network

CPEv4 
host v4 

Internet

v6

Lightweight 4o6
Softwire Tunnel 

Concentrator
(lwAFTR)

Infrastructure 
Cloud

v4

IPv4 in IPv6
Softwire
Tunnel

IPv4 in IPv6
Softwire
Tunnel
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TeraStream Cloud Service Center 

VIRTUALISATION OF SERVICES – L3 VPN

Data Center

DC

IT Systems
real-time-OSS

R1 R2

IPv6 Packet 
Network

Internet

Wholesale

L2-over-IPv6 TunnelEthernet L2oIPv6
encap

Linux
L2TPv3 Term

Gated
OSPF

Linux
KVM
Open Stack

Linux
L2TPv3 Term

Gated
OSPF
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100G COHERENT DWDM INTEROP
and Pluggable Technology

OEO OEO 

Vendor A Vendor B Vendor C 

Up to 600Km 

Optical 
Components DSP 

FEC 
& 

Framer 

Optical IF Electrical 
Analog IF 

Device IF 
e.g. CAUI&CEI 

System IF 
e.g. CAUI/CEI 

• Agree on a common set of 
parameters for the 100G line side

• Enable innovation by many players
• in the silicon optics arena
• Work driven by DT, Cisco, ALU, 
• Cortina
• Hard staircase FEC, typ 800km
• If price is right, use in data center
• Coding
• Carrier Recovery
• Acquisition (blind)
• Reach
• Framing (works with both 

OTU4.4 and OTU4.10)
• Forward Error Correction 

(Hard FEC Staircase)
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Packet Optical Integration takes physical layer OAM&P close to the service
Provides upper layer awareness of physical layer performance

Ability to provide a proactive network rather then reactive network
Simplifies circuit turn up removing redundant layers
Two forms of implementation

Physical Integration
Logical Integration

Pack
Shelf 

R 
O 
A 
D 
M 

Router DWDM 

iOverlay Sig.

Router DWDM

I/F 
Shelf 

R 
O 
A 
D 
M 

Router DWDM 

I/F 
Shelf 

Pack 
Shelf 

iOverlay Sig. 

OBB 
Comm 

Router DWDM
Physical Integration Logical Integration

PACKET OPTICAL INTEGRATION
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Most common approach is to leverage LCoS technology in ROADMs
LCoS – Liquid Crystal on Silicon – common fabrication as in consumer electronics industry
Provides 12.5GHz of granularity providing Shaping and Filtering

An Optical Splitter, by definition is Colorless and Open Spectrum
Low Cost, flexible port ratios
Fused Glass – no moving parts

LCOS
cell

Bulk 
Diffraction

Grating

Spherical
Mirror

λ

Input 1 

output 1 

output 2 
output 3 

in1 
out1 

out2 

out3 

output 4 

FLEXIBLE SPECTRUM
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TeraStream optical “drop & waste” model

R1

R2a R2b

amp a mp

R1

amp amp2:
1 D

2:1
 D

2:1 A

2:1 A
8 :1 D 8 :1  A 8:1 D 8:1  A

8:1

16:1

16:1

8:1 16
:1

16
:1

R1  site R1 site

R2 si te
R2 si te

•The diagram shows only the lambdas in the direction from R2a to R2b. The direction R2b to R2a works in a similar form.
•The diagram also only shows one link from R2a to R1s, while TeraStream uses two links. 

TERASTREAM OPTICAL “DROP & WASTE” MODEL

DWDM
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TeraStream Provides
Streamlined Circuit Provisioning by taking provisioning closer to the Service
Leverages Low Cost, Simple, Colorless and Open Spectrum Splitters
L3 protection and ultra fast Restoration if needed
Enhanced availability by reducing Components from the network

This comes at the cost of
Wasting wavelengths based on Drop and Waste nature of Splitter architecture
Policing of wavelengths at Ingress is not available
Channel equalization provided only at the TX port
Coherent only solution due to channel selection in splitter network

PROS AND CONS
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Drop and Waste Architecture is utilized

Based on Splitters hence all channels express including dropped channels
Channel Selection based on Coherent RX (6.25GHz Center Freq.)

All power balancing will take place at the TX port of the DWDM interface with 10dB of freedom –
address peak to peak variation
Properly selected Splitters are used to ensure proper channel combining

R1.
1 

R1.
2 

R1.
8 

R2.
1 

X:1 SPLTR 

R2.
1 

1:X SPLTR 

0dBm 

0dBm 

9.5dB 

0dBm 

-11dBm 
35% 

65% 
15% 

85% 

Different split ratio 
for lower power 

0dBm 

-14.5dBm 

Drop / Waste 

TERASTREAM, OPTICAL REALITY
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65/35 Splitter

80/20 Splitter

EDFA 17

EDFA 24

All Power levels are per channel
EDFAs are set in Constant Gain Mode
Power set via VOA on Interface shelf

32:1

3:1

-1dBm

(18dB)

5dBm

R2 Add

R2R2

32:1
32:1

(6dB)

-1dBm

1:8
0dBm

(11.2dB)

-14.9dBm

R2 Drop

R2R21:16
1:16

1

6

(14.9dB)

Test Interface

EDFA Selection is based on:
IF input to EDFA is >=-15.5dBm/ch
THEN EDFA-17
ELSEIF Pin <-15.5dBm/ch
THEN EDFA-24

Per Channel Launch Power shall not 
exceed 0dBm into the fiber  

R1 

1:8 1:8 

0dBm 
(5.6dB) (8.1dB) 

(1.8dB) 

-5.6dBm 

(2.7dB) 

-13.9dBm 

(11.2dB) 
-2.7dBm 

-1.0dBm 

(11.2dB) 
-12.2dBm 

-14dBm 0dBm 

R1 Add / Drop Sites 

Test Interface 

Drop Waste 

SPLITTER COMBINATIONS
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R2 SITE 32 DROPS 
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6 ADD DROP NODES (TO SIMULATE MORE SITES)
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THANK YOU!

FIRST 100G ETHERNET LINE SIDE INTEROPERABILITY  
27 Sep 2013

ALU

Cisco

http://www.stupi.se/Standards/100G-long-haul4.pdf
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Packet, more and more is driving a wavelength
Provide Physical Layer awareness to upper Layer

Packet Optical Integration does just that
Colorless and Flex Spectrum become key

Ability to turn on any wave at anytime
Pushing Shannon’s Limit in 50GHz window

Integrated Channel Selection
Coherent Rx provides 6.25GHz granularity of Channel Tuning

Increase Bit/Hz efficiency and decrease cost 
Leverage Advanced Multi Layer Modulation

Next step 400G/Multirate, 1.6T/Multirate

EVOLVING THE DWDM LAYER
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TERASTREAM IS DT’S FIRST SDN

Network models

Service models

Management
Applications

Multi-Vendor
Multi-Technology

Real-time OSS

YANG (RFC 6020)

NETCONF
(RFC 6241)
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TeraStream OSS Gateway

R1
Data Ce nter

(expo se d servers)R2MSAN OLT
D ata C enter

(DMZ/MZ serve rs)

EMSEMSEMSEMS

BSS retail

dynamic provisioning 

BSS wholesale BSS business BSS partner
OSS

portal services

device

element inventory testing surveillanceconfiguration

capacity check
OSS engine

Ro
ut

er

order 
( YANG )

usage info
perfor mance,

alarms , KP I/S LA

sy nc

install/change
pr ovis ion ing
(elements)

( YANG )

test
s ync

OSS gateway

tes t
config

w or k or der

pr ovisioning
(services )
(YANG )

monitoring

workforce

trouble-ticket

TERASTREAM OSS “GATEWAY”
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CONNECTING TO LEGACY BSS/OSS

• Connecting Terastream as a new 
Service Delivery Platform to existing 
BSS/OSS systems

• Enable existing processes 

• Interfaces btw Terastream –
BSS/OSS:

1. Order management
2. Work orders
3. Inventory reconciliation
4. Initiate diagnostics
5. CDRs Stream
6. Advanced diagnostics
7. DWH/BI
8. Performance Management
9. Fault Management
10. Fast Track Order Info
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BSS/OSSBSS/OSS BSS/OSS BSS/OSS

North (BSS/OSS)

South (network)

East
(internal)

West
(external)

native NC/YANG

element element

NC/YANG to/from:
4/6    Rest    SQL    othershims

LI
GW

…

…

other
DTAG BU
RT-OSS’s

LEA

DC
Orches.

service

NCS

mapping

device se
rv

ic
es

 s
lic

e

te
st

in
g 

sl
ic

e

…

OSS Logic

DHT
Distributed
Redundant
Database

Trap
s

Sys
log

Tran
sa

cti
on

s
Tes

t H
ea

d
Key

 M
gt

MIB

other
OSS
& DC

TestPlanning Monitoring/FaultControl

future automation

RT-OSS V1

all traffic across
RT-OSS boundary is
cryptographically 
secured
and nominally NC/YANG

element element

Optical

Message Router

legacy

130810
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“Yang Router”

EVENT “YANG”

GARBAGE COLLECT

DHT
Key/Value
Database

Capacity Planning

Service placement

Performance test vectors

Business Development

TAIL-F  ->  “N+Compiler”

“Network Elements”

Wait for response from lowest priority required
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CHANGING THE BROADBAND PARADIGM

Customer Internet

Customer Internet
/56 = 254 /64

2e72 addresses

Multi Homing (to the end system)
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Home 
Network

CPE
host

/64 ISP

USUAL HOME NETWORK DRAWINGS
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CPE

ISP
/64

/64

SOMETIMES LIKE THIS
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CPE

ISP
/64

/64

PERHAPS EVEN PREFIX DELEGATION!

/64

/64
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BG

ISP1/64

/64

WE’RE AIMING TO HANDLE THIS

/64

/64

/64

/64

/64

/64

/64

/64
/64

/64

/64

Customer buys these at 
local electronics store

/64

IG

IG = Interior Gateway
BG=Border Gateway

Neighbor
/64

ISP2
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ISP1/64

/64

... AND THIS

/64

/64

/64

/64

/64

/64

/64 /64

/64

/64

ISP2

ISP3

/64

/64

/64

Multihoming/redundancy
Arbitrary topology
Zero configuration
Source based routing

/64

..And there are 239 
/64’s left to play with…

BG

BG

BG

IG/BG?
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BR

BOOTSTRAP PROCESS BR

R1 DHCP NETCONF

RA, M=1, A=1

RS

DHCP REQUEST {DNS resolver,
netconf, CPE host key}

CPE host key, IPv6 address

Netconf SSH pub key

DHCP ANSWER {DNS resolver, netconf server,
Netconf SSH pub key}

Initiate NETCONF session using reverse-SSH with mutual key/cert authentication/verification

Netconf question regarding CPE capabilities (YANG)

Capabilities (YANG)

Provision services available depending on CPE capabilities (YANG)

DHCP REQUEST {DNS resolver,
netconf, CPE host key, port info}

DHCP ANSWER {DNS resolver, netconf server,
Netconf SSH pub key}
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QUESTIONS?

Now you can bring out your tar and feathers and start throwing things at me..

THANKS!


